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Key contributions 
1. Innovative Architecture for Shape Variations: Introducing a novel architecture tailored to 

address shape variation challenges in category-level object pose refinement, resulting in 
consistent performance gains and superior generalization.  

2. Efficient Cross-Cloud Transformation: Proposing a unique mechanism for cross-cloud 
transformation that efficiently integrates information from observed point clouds and shape 
priors, enhancing pose estimation robustness. 

3. Experimental Validation: Conducting extensive experiments on two datasets to validate the 
proposed method. Achieving a significant improvement over SPD on the REAL275 dataset, with 
a 39.1% increase in the  metric, and surpassing CATRE with a 10.5% improvement in the 

 metric.
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Contact 
• Linfang Zheng (lxz948@student.bham.ac.uk) 
• Control and Learning for Robotics and Autonomy Lab (https://www.wzhanglab.site) 
• Human-Centred Visual Learning Group at University of Birmingham (https://www.cs.bham.ac.uk/~changhj)

Problem description 
1. Category-level object pose refinement 
      Estimate the residual position, rotation and size of the  
      objects within a category based on an initial pose estimation. 
2. Application: Augmented reality and autonomous driving etc.
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Our Solution 
Towards geometric alignment across shape variation 

• Graph Convolution with Learnable Affine Transformation (LAT): We incorporates an hybrid-
scope graph convolution layer (HS-layer) with learnable affine transformation for improved 
local and global geometric information extraction and addressing geometric discrepancies. 

• Cross-Cloud Transformation (CCT): We propose a cross-cloud transformation mechanism to 
efficiently merge information from observed point clouds and shape priors. 

• Integrating Shape Prior in Pose Estimation: We push the limit of our method by incorporating 
the shape prior information into the scale and translation branch.

➢ Comparison on REAL275 

➢ Refinement Iterations

Input: a point cloud, a shape prior, and an initial pose

Propose method overview: Our method comprises three main modules. It starts with point cloud 
focalization using the initial estimation, followed by geometric-based feature extraction. The extracted 
features are then used for rotation, translation, and size error estimation. The HS Feature Extractor includes 
learnable affine transformations (LATs) for adaptive point and feature adjustment

✓ Effectiveness of each proposed components
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(3) Pose Error Prediction
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Qualitative examples

Qualitative comparison of proposed (row \#3) and baseline [] (row \#2) methods using SPD (row \#1) as initial estimation. 
Ground truth shown with white lines. Note that the estimated rotations of symmetric objects (\eg bowl, bottle, and can) are 
considered correct if the symmetry axis is aligned.

Quantitative results
Output: 6D pose and 3D size of the target object

Ablation study

Comparison of proposed method (row 
\#2) and CATRE (row \#1) during a 
complete refinement iteration, both 
using SPD as initial estimation.

✓ Robustness to different shape priors✓ Generalisability test on CAMERA25

i) Cross-Cloud Transformation 
ii) Prior in pose estimation branch 
iii) Learnable affine transformation 

Category-level pose refinement faces challenges due 
to diverse shape variations within each category. 
Existing methods, like CATRE, have shown 
effectiveness but are limited in capturing fine-grained 
geometric relationships. How to effectively capture the 
geometric relationships between objects with different 
shapes is still an open question.

Shape variations of objects within a category


